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Abstract
Despite its success, the delete relaxation has significant pitfalls. Recent work has devised the red-black planning framework, where red variables take the relaxed semantics (accumulating their values), while black variables take the regular semantics. Provided the red variables are chosen so that red-black plan generation is tractable, one can generate such a plan for every search state, and take its length as the heuristic distance estimate. Previous results were not suitable for this purpose because they identified tractable fragments for red-black plan existence, as opposed to red-black plan generation. We identify a new fragment of red-black planning, that fixes this issue. We devise machinery to efficiently generate red-black plans, and to automatically select the red variables. Experiments show that the resulting heuristics can significantly improve over standard delete relaxation heuristics.

Introduction
In the delete relaxation, that we will also refer to as the monotonic relaxation here, state variables accumulate their values, rather than switching between them. This relaxation has turned out useful for a variety of purposes, in particular for satisficing planning (not giving an optimality guarantee), which we focus on here. The generation of (non-optimal) plans in monotonic planning is polynomial-time (Bylander 1994), enabling its use for the generation of (non-admissible) heuristic functions. Such relaxed plan heuristics have been of paramount importance for the success of satisfying planning during the last decade, e.g., for the HSP, FF, and LAMA planning systems (Bonet and Geffner 2001; Hoffmann and Nebel 2001; Richter and Westphal 2010).

This success notwithstanding, the delete relaxation has pitfalls in many important classes of planning domains. (An obvious example is planning with non-replenishable resources, whose consumption is completely ignored within the relaxation.) It has thus been an active area of research to design heuristics taking the relaxation.) It has thus been an active area of research to design heuristics taking the relaxation.) It has thus been an active area of research to design heuristics taking the relaxation. (An obvious example is planning with non-replenishable resources, whose consumption is completely ignored within the relaxation.) It has thus been an active area of research to design heuristics taking some deletes into account, e.g. (Fox and Long 2001; Gerevini, Saetti, and Serina 2003; Helmer 2004; Helmer and Geffner 2008; Keyder and Geffner 2008; Baier and Botea 2009; Cai, Hoffmann, and Helmer 2009; Haslum 2012; Keyder, Hoffmann, and Haslum 2012; Katz, Hoffmann, and Domshlak 2013). We build on Katz et al.’s (2013) work, that introduced red-black planning, in which a subset of “red” state variables takes on the monotonic, value-accumulating semantics, while the other “black” variables retain the regular semantics. Katz et al.’s work is theoretical. We add the necessary ingredients to make it practical.

For red-black planning to be useful as the basis of a heuristic function, where a red-black plan will be generated in every search state, red-black plan generation must be tractable. Katz et al. identify two tractable fragments. In one of them, runtime is polynomial but to a very high degree; we do not consider this fragment here. The other fragment imposes a restriction on the causal graph induced by the black variables, and requires the red-black task to be reversible: from any reachable state, we must be able to revert all black variables to their initial values. This tractability result is not directly applicable to practice because (A) tractability is shown for plan existence rather than plan generation, and (B) testing red-black reversibility is co-NP-hard.

We identify a refined fragment that fixes both (A) and (B). We impose the same causal graph restriction, but replace reversibility with a stronger notion of invertibility, where all black variables are invertible in that every value change can be undone under conditions we know will be true. This sufficient criterion is easily testable, fixing (B). Any delete relaxed plan can with polynomial overhead be turned into a red-black plan, fixing (A). Implementing this in Fast Downward, with some minor refinements and simple techniques for choosing the red variables, we obtain heuristics that can significantly improve on the standard delete relaxation.

Preliminaries
A finite-domain representation (FDR) planning task is a tuple \( \Pi = \langle V, A, I, G \rangle \). \( V \) is a set of state variables, where each \( v \in V \) is associated with a finite domain \( D(v) \). A complete assignment to \( V \) is called a state. \( I \) is the initial state, and the goal \( G \) is a partial assignment to \( V \). \( A \) is a finite set of actions. Each action \( a \) is a pair \( (\text{pref}(a), \text{eff}(a)) \) of partial assignments to \( V \) called precondition and effect.

The idea of repairing a relaxed plan is related to previous works on generating macros from relaxed plans (Vidal 2004; Baier and Botea 2009). From that perspective, our techniques replace greedy incomplete approximations of real planning with a complete solver for a suitably defined relaxation thereof.
Formalizing the notion of relaxed plan, Katz et al. introduce the {\it red-black relaxation}, a method to approximate relaxed plans in a tractable way. The red-black relaxation is a technique to simplify the search for a relaxed plan by partitioning the plan into red and black steps. A red action changes a variable \(v\) in the state, while a black action changes the value of another variable \(v'\) that is not affected by the red action. This partitioning helps in approximating the relaxed plan with a set of red-black plans, which are easier to compute and are a trade-off between the relaxed plan and the satisficing plan.

The red-black relaxation is defined as follows: for a relaxed plan \(\pi\) of a FDR task \(\tau\), let \(\pi^{\text{rb}}\) be a red-black plan such that each red action in \(\pi\) is replaced by a red-black action, where a red-black action involves a red action followed by a black action. The red-black relaxation \(\pi^{\text{rb}}\) is constructed by iteratively applying the red-black transformation to \(\pi\) until no more red actions can be replaced.

The red-black relaxation is a useful tool in planning tasks, especially when the relaxed plan is hard to compute. It provides a tractable method to approximate the relaxed plan and can be used as a basis for developing satisficing red-black planning systems.
main sizes (e.g., exponential in $2^5$ if we have 5 binary black variables). This exponent is constant, but much too large to be practical as a procedure to be run in every search state. We thus focus on the other fragment, defined as follows.

The causal graph and domain transition graphs for an RB task $I$ are defined exactly as for FDR. By the **black causal graph** $CG_B^I$ of $I$, denote the sub-graph of $CG_{H1}$ induced by the black variables. For a digraph $G$, denote by $\text{sc-size}(G)$ the size of the largest strongly connected component. For a set of digraphs $\mathcal{G}$, say that $\text{sc-size}(\mathcal{G})$ is **bounded** if there exists a constant $k$ such that $\text{sc-size}(\mathcal{G}) \leq k$ for all $G \in \mathcal{G}$. By RB-PlanExist($\mathcal{G}$) and RB-PlanGen($\mathcal{G}$), denote the plan existence and plan generation problems restricted to RB tasks whose **black** causal graphs are elements of $\mathcal{G}$ (this imposes no restriction whatsoever on the red variables). Say that $I$ is **reversible** if, for every state $s$ reachable from $I$, there exists an action sequence $\pi$ so that $s[\pi][V^B] = I[V^B]$.

Katz et al. prove that, if $\text{sc-size}(\mathcal{G})$ is bounded, then RB-PlanExist($\mathcal{G}$) for reversible RB is polynomial-time solvable. Since fixed-size sets of variables can be replaced with polynomial overhead by single variables, it suffices to show this result for acyclic black causal graphs. As Katz et al. show, red-black plan existence in that setting is equivalent to relaxed plan existence. This tractability result is not directly applicable to practice, for two reasons:

(A) **Tractability is shown for plan existence**, rather than plan generation as required in order to compute a heuristic function. It is an open problem whether plan generation is tractable, too; Katz et al. conjecture it is not.

(B) As Katz et al. show, testing red-black reversibility is co-NP-hard. Even if plan generation were polynomial, we would have no efficient way of knowing whether or not we are inside the tractable fragment.

We fix both (A) and (B) by employing a sufficient criterion for reversibility, thus moving to a strictly smaller fragment of RB planning. Throughout the remainder of the paper, we assume that the black causal graph is acyclic (i.e., a DAG).

**Invertibility**

The basic idea behind our sufficient criterion is to entail reversibility by the ability to “undo” every action application. That is, in principle, not a new idea – similar approaches have been known under the name **invertible actions** for a long time (e.g., (Koehler and Hoffmann 2000)). For every action $a$, one postulates the existence of a corresponding inverse action $a'$. That action must be applicable behind $a$, ensured in FDR by $\text{pre}(a') \subseteq \text{prevail}(a) \cup \text{eff}(a)$; and it must undo $a$ exactly, ensured in FDR by $\forall (\text{eff}(a')) = \forall (\text{eff}(a)) \subseteq \forall (\text{pre}(a))$ and $\text{eff}(a') = \text{eff}(a)\forall (\text{eff}(a))$. For any reachable state $s$, we can then revert to the initial state $I$ simply by inverting the path that lead from $I$ to $s$.

As we now show, our setting allows a much less restrictive definition. What’s more, the definition is per-variable, identifying a subset $V_I \subseteq V$ of variables (the invertible ones) that can be painted black in principle. This enables efficient red-black relaxation design: Identify the set $V_I$, paint all other variables red, keep painting more variables red until there are no more cycles in the black causal graph.

Once we have selected the red variables, every action will affect at most one black variable (otherwise, there would be cycles between the black effect variables). Since red variables accumulate their values anyway, the only effect we need to invert is the black one. This corresponds to inverting a single arc $(d,d')$ in a domain transition graph. Furthermore, both the outside condition $\phi$ and the outside effect $\psi$ of $(d,d')$ will remain true and can be used as conditions for the inverse arc: For $(u,e) \in \psi$, this is because $u$ must be red. For $(u,e) \in \phi$, if $u$ is red there is nothing to show, and if $u$ is black then $(u,e)$ must be a prevail condition because all the outside effects are red. We obtain the following definition.

An arc $(d,d')$ is **relaxed side effects invertible**, RSE-invertible for short, if there exists an arc $(d',d)$ with outside condition $\phi' \subseteq \phi \cup \psi$ where $\phi$ and $\psi$ are the outside condition respectively outside effect of $(d,d')$. A variable $v$ is RSE-invertible if all arcs in $DTG_{H1}(v)$ are RSE-invertible, and an RB task is RSE-invertible if all its black variables are. This can be tested in polynomial time. Furthermore:

**Theorem 1** Any RSE-invertible RB task with acyclic black causal graph is reversible.

We show that every action application can be undone, i.e., given state $s$ and action $a$ applicable to $s$, from $s[a]$ we can reach a state $s'$ so that $s'[V^B] = s[V^B]$. If all variables affected by $a$ are red, $s' := s[a]$ does the job. Otherwise, $a$ affects exactly one black variable $v$. Let $(d,d')$ be the arc in $DTG_{H1}(v)$ taken by $a$ in $s$, let $(d',d)$ be the inverse arc, and let $a'$ be the action that induces $(d',d)$. Then $a'$ is applicable in $s[a]$; Using the notations from above, $\text{pre}(a') \subseteq \phi' \cup \{(v,d')\}$, where $\phi' \subseteq \phi \cup \psi$. As discussed above, both $\phi$ and $\psi$ are true in $s[a]$. Clearly, $s' := s[a']$ has the required property. This concludes the proof of Theorem 1.

In the example, variables $R$ and $F$ are RSE-invertible. For $R$, arcs $(i,i+1)$ and $(i+1,i)$ where $\{i,i+1\} \cap \{4\} = \emptyset$ have empty outside conditions so are trivially RSE-invertible; the other arcs all have outside condition $\{(0,1)\}$ so are RSE-invertible, too. For $F$, arcs $(1,0)$ induced by $\text{take}(x,y)$ are inverted by arcs $(0,1)$ induced by $\text{drop}(x,y)$: $\phi' = \{(R,x),(y,R)\}$ is contained in $\phi = \{(R,x),(y,x)\} \cup \psi = \{(y,R)\}$; similarly vice versa.

2This generalizes the earlier definition for actions: $v$ being the black effect variable of $a$ and assuming for simplicity that every effect variable is constrained by a precondition, the requirement is $\text{pre}(a') \subseteq \text{pre}(a) \cup \text{eff}(a)$ and $\text{eff}(a') = \text{pre}(a)\forall (\text{eff}(a))$. For any reachable state $s$, we can then revert to the initial state $I$ simply by inverting the path that lead from $I$ to $s$.

3Hoffmann (2011) defines a more restricted notion of invertibility (in a different context), requiring $\phi' \subseteq \phi$ rather than $\phi' \subseteq \phi \cup \psi$. Note that, according to this definition, $F$ is not invertible.
size sets of variables by single variables may lose invertibility. To rely on RSE-invertibility instead: matters lighten up when relying on reversibility. Matters lighten up when relying on RSE-invertibility instead.

Theorem 2 Plan generation for RSE-invertible RB with acyclic black causal graphs is polynomial-time.

We show that a relaxed plan can with polynomial overhead be turned into a red-black plan. Figure 2 provides pseudo-code; we use its notations in what follows. The idea is to insert plan fragments achieving the black precondition of the next action, when needed. Likewise for the goal.

Consider an iteration $i$ of the main loop. Any red preconditions of $a_i$ are true in the current state $I[\pi]$, because $\pi$ includes the relaxed plan actions $a_1, \ldots, a_{i-1}$ processed so far. Unsatisfied black preconditions are tackled by $\text{ACHIEVE}(\pi, g)$, solving an FDR task $\Pi^B$ with goal $g$. Assume for the moment that this works correctly, i.e., the returned action sequence $\pi^B$ is red-black applicable in the current state $I[\pi]$ of our RB task $\Pi$. $\Pi^B$ ignores the red variables, but effects on these cannot hurt anyway, so $a_i$ is applicable in $I[\pi \circ \pi^B]$. Iterating the argument shows the claim.

We next prove that (i) $\Pi^B$ is well-defined, that (ii) all its domain transition graphs are strongly connected, and that (iii) any plan $\pi^B$ for $\Pi^B$ is, in our RB task $\Pi$, applicable in the current state $I[\pi]$. This suffices because plan generation for FDR with acyclic causal graphs and strongly connected DTGs is tractable: Every such task is solvable, and a plan in a succinct representation can be generated in polynomial time. This follows from Theorem 23 of Chen and Gimenez (2008) with Observation 7 of Helmet (2006). (The succinct representation uses recursive macros for value pairs within DTGs; it is needed as plans may be exponentially long.)

For (i), we need to show that all variable values occurring in $\Pi^B$ are indeed members of the respective variable domains. This is obvious for $\Pi^B$ and $A^B$. It holds for $G^B$ because by construction these are facts made true by the relaxed plan actions $a_1, \ldots, a_{i-1}$ already processed.

For (ii), observe that all values in $\text{DTG}_{\Pi^B}(v)$ are, by construction, reached from $I[v]$ by a sequence of arcs $(d, d')$ induced by actions in $\pi$. So it suffices to prove that every such arc has a corresponding arc $(d', d)$ in $\text{DTG}_{\Pi^B}(v)$. Say $v \in V^B$, and $(d, d')$ is an arc in $\text{DTG}_{\Pi^B}(v)$ induced by $a^B$ where $a \in \pi$. Because $(d, d')$ is RSE-invertible in $\Pi$, there exists an action $a' \in A$ inducing an arc $(d', d)$ in $\text{DTG}_{\Pi^B}(v)$ whose outside condition is contained in $\text{pre}(a) \cup \text{eff}(a)$. Since, obviously, $\text{pre}(a) \cup \text{eff}(a) \subseteq F$, we get $\text{pre}(a') \subseteq F$. Since

Let $a'$ have only one black effect, $\text{eff}(a')[V^B] = \{(v, d)\}$ which is contained in $F$. Thus $a' \in A^B$, and $(d', d)$ is an arc in $\text{DTG}_{\Pi^B}(v)$ as desired.

Finally, (iii) holds because, with $\text{pre}(a) \subseteq F$ for all actions where $a \in A^B$, the red preconditions of all these $a$ are true in the current state $I[\pi]$ of $\Pi$. So applicability of $\pi^B$ in $I[\pi]$, in $\Pi$, depends on the black variables only, all of which are contained in $\Pi^B$. This concludes the proof of Theorem 2.

To illustrate, consider again our running example. For $V^B = \{R, F\}$, the example is in our tractable fragment (Figure 1 (b); $R$ and $F$ are RSE-invertible). Say the relaxed plan $\pi^B$ is: $\text{move}(1, 2), \text{move}(2, 3), \text{open}(3, 4, A), \text{move}(3, 4), \text{move}(4, 5), \text{move}(5, 6), \text{move}(6, 7), \text{take}(7, B), \text{drop}(1, B)$. In $\text{UNRELAX}(\Pi, \pi^B)$, there will be no calls to $\text{ACHIEVE}(\pi, g)$ until $a_1 = \text{take}(7, B)$, for which $\text{ACHIEVE}(\pi, g)$ constructs $\Pi'$ with goal $\{\{R, 7\}, \{F, 1\}\}$, yielding $\pi' = \text{drop}(7, A)$, which is added to $\pi$. The next iteration calls $\text{ACHIEVE}(\pi, g)$ for the precondition of $\text{drop}(1, B)$, yielding $\pi'$ moving $R$ back to 1. The algorithm then stops with $\pi$ being a real plan and yielding the perfect heuristic 17.

The $\text{UNRELAX}$ algorithm we just presented is feasible in theory. But solving one of the planning tasks $\Pi^B$ roughly corresponds to a call of the causal graph heuristic (Helmet 2006), and there will typically be many such calls for every red-black plan. So, will the benefit outweigh the computational overhead in practice? We leave that question open for now, concentrating instead on a much simpler RB fragment:

Corollary 2 Plan generation for RSE-invertible RB where the black causal graphs contain no arcs is polynomial-time.

To reach this fragment, “empty” black causal graphs, we keep painting variables red until at least one of the incident vertices of every causal graph arc is red. During $\text{UNRE-}
LAX, solving $Π^B$ then consists in finding, for each black $v$ whose value $d$ is not the required one $d'$, a path in $DTG_Π(v)$ from $d$ to $d'$ of all of whose (red) outside conditions are already true. Our implementation does so using Dijkstra’s algorithm. (Note that red-black plans are polynomial-length here.)

It may appear disappointing to focus on empty black causal graphs, given the much more powerful DAG case identified by Theorem 2. Note, however, that the “empty” case is far from trivial: The black variables do not interact via the red variables. Furthermore, as we shall see, even that case poses major challenges, that need to be addressed before proceeding to more complex constructions: The approach is prone to over-estimation.

**Implementation**

Over-estimation is incurred by following the decisions of a relaxed plan. Say the relaxed plan in our example starts with move$(1, 2)$, move$(2, 3)$, take$(2, A)$, open$(3, 4, A)$. Then we need to insert moves from 3 to 2 in front of take$(2, A)$, and another move back from 2 to 3 in front of open$(3, 4, A)$. Similar phenomena occur massively in domains like Logistics, where a relaxed plan may schedule all moves before the loads/unloads: We will uselessly turn the relaxed moves into an actual path, then do the same moves all over again when the loads/unloads come around. To ameliorate this, we employ a simple relaxed plan reordering step before calling UNRELAX. We forward, i.e., move as close as possible to the start of the relaxed plan, all actions without black effects. The rationale is that these actions will not interfere with the remainder of the relaxed plan. We denote this technique with $F$ for “forward” and omit the “$F$” when not using it. $F$ does help to reduce over-estimation, but does not get rid of it. Over-estimation remains the most important weakness of our heuristic; we get back to this later.

A simple optimization is to test, in every call to the heuristic, whether the red-black plan generated is actually a real plan, and if so, stop the search. We denote this technique with $S$ for “stop” and omit the “$S$” when not using it.

Finally, we need a technique to choose the red variables. As earlier hinted, we start by painting red all variables that are not RSE-invertible. Further, we paint red all causal graph leaves because that does not affect the heuristic. From the remaining variable set, we then iteratively pick a variable $v$ to be painted red next, until there are no more arcs between black variables. Our techniques differ in how they choose $v$:

- **A**: Select $v$ with the maximal number of incident arcs to black variables; break ties by smaller domain size.
- **C**: Select $v$ with the minimal number of conflicts, i.e., relaxed plan actions with a precondition on $v$ that will be violated when executing the relaxed plan with black $v$.
- **C-**: Like C but with the **maximal** number of conflicts.

The intuition behind **A** is to minimize the number (and the domain sizes) of red variables. The intuition behind **C** is for the least important variables to be red. **C-** is a sanity test painting the **most** important variables red.

**Experiments**

The experiments were run on Intel(R) Xeon(R) CPU X5690 machines, with time (memory) limits of 30 minutes (2 GB). We ran all STRIPS benchmarks from the IPC; for space reasons, we present results only for IPC 2002 through to IPC 2011. Since the 2008 domains were run also in 2011, we omit the 2008 benchmarks to avoid a bias on these domains. Our implementation deals with additive action costs, but for the sake of simplicity we consider uniform costs here (i.e., we ignore action costs where specified). Furthermore, since our techniques do not do anything if there are no RSE-invertible variables, we omit instances in which that is the case (and thus the whole domain for Airport, Freecell, Parking, Pathways-nongt, and Openstacks domains).

Our main objective in this work is to improve on the relaxed plan heuristic, so we compare performance against that heuristic. Precisely, we compare against this heuristic’s implementation in Fast Downward. We run a configuration of Fast Downward commonly used with inadmissible heuristics, namely greedy best-first search with lazy evaluation and a second open list for states resulting from preferred operators (Helmert 2006). To enhance comparability, we did not modify the preferred operators, i.e., all our red-black relaxed plan heuristics simply take these from the relaxed plan.

We also compare to the method proposed by Keyder et al. (2012), that shares with our work the ability to interpolate between monotonic and real planning. Precisely, we use two variants of this heuristic, that we refer to as Keyd’12 and Keyd’13. Keyd’12 is the overall best-performing configuration from the experiments as published at ICAPS’12. Keyd’13 is the overall best-performing configuration from a more recent experiment run by Keyder et al., across all IPC benchmarks (unpublished; private communication).

We ran 12 variants of our own heuristic, switching $F$ and $S$ on/off, and running one of **A**, **C**, or **C-**. Table 1 provides an overview pointing out the main observations.

Coverage, and overall coverage especially, is a very crude criterion, but it serves to make basic summary observations. What we see in Table 1 is that our best configuration **AFS** outperforms both FF and Keyder et al. by a reasonable margin. We see that the $F$ technique helps a bit, and that $S$ is crucial for coverage on these benchmarks (although not for FF, because relaxed plans rarely are real plans). The success of $F$ can be traced to improved heuristic accuracy (data omitted). The success of $S$ is mainly due to Visitall, where the red-black plan for the initial state always solves the original planning task, so this domain is solved without search (the same happens, by the way, in the Logistics and Miconic domains not shown in the table).\(^7\)

\(^5\)To avoid having to check relaxed plan validity every time we want to move $a$ in front of $a'$, we just check whether $a'$ achieves a precondition of $a$, and if so, stop moving $a$.

\(^6\)To prove Corollary 2 separately, the same observations (i-iii) are required. The only aspect that trivializes is solving $Π^B$.

\(^7\)We note that (reported e.g. by Keyder et al.) the FF heuristic covers Visitall when given much more memory. Covering it without search is, of course, better for any memory limit.
C performs better than C. This is interesting because in C, the “most important” variables are red, suggesting that our heuristic becomes better as we make less use of its power. We get back to this below. Note though that the disadvantage of CFS is primarily due to Elevators, without which it would tie in with AFS for first place. Thus the remainder of the table focuses on these two configurations.

A quick glance at the runtime data shows that there are not one, but two, domains where our techniques dramatically beat FF. The median runtime speed-up for AFS is in Barbman is 122.86. Apart from these two domains, the differences in median runtime are small (most notable exception: CFS in Elevators) and the advantage is more often on FF’s side.

It turns out to be crucial to have a look beyond median performance, which we do for search space size (Evaluations in Table 1). In 14 domains for AFS, and in 15 domains for CFS, the maximum search space reduction is by 1–3 orders of magnitude! This still is true of 9 (10) domains for AF (CF). The median (and the geometric mean) does not show orders of magnitude! This still is true of 9 (10) domains for AF (CF). The median (and the geometric mean) does not show

Table 1: Selected results on IPC 2002–IPC 2011 STRIPS benchmarks with at least one RSE-invertible variable, omitting IPC 2008 to avoid domain duplication, and ignoring action costs. # is the number of such instances/overall per domain. Keyd’12 and Keyd’13 are heuristics by Keyder et al. (2012), FF is Fast Downward’s relaxed plan heuristic, and A, C, C-, F, and S refer to our implementation options. Time is total runtime, Evaluations is the number of calls to the heuristic, and H-time is the average per-state runtime. # is the number of such instances/overall per domain. Keyd’12 and Keyd’13 are heuristics by Keyder et al. (2012), FF is Fast Downward’s relaxed plan heuristic, and A, C, C-, F, and S refer to our implementation options. Time is total runtime, Evaluations is the number of calls to the heuristic, and H-time is the average per-state runtime.

The heuristic runtime data in Table 1 simply shows that the slow-down typically is small.

Discussion

The red-black relaxed plan heuristics we propose outperform the relaxed plan heuristic consistently in two domains, and outperform it sometimes in many domains. On the negative side, in these latter domains they equally often deteriorate performance, and sometimes selecting the “wrong” red variables (C-) works better. Both negative observations appear to have one common reason: unstable heuristic values caused by over-estimation due to arbitrary choices made in the relaxed plans used as input to the UnRELAX algorithm.

In Elevators, e.g., C paints the lift position variables black, which seems the right choice because these have to move back and forth in a plan (C- tends to paint passenger variables black). But the relaxed plan will typically use actions of the form move(c,X) where c is the current lift position and X are floors that need to be visited. Given this input, whenever the lift needs to go from Y to X, UnRELAX uses not move(Y,X) but move(Y,c) followed by move(c,X). Further, even when reordering the relaxed plan using F, boarding/leaving actions are not reliably moved up front, causing UnRELAX to uselessly move elevators back and forth without taking care of any passengers. If lift capacity variables are black, every time a passenger boards/leaves, UnRELAX may uselessly board/leave other passengers because relaxed plans are free to choose whichever capacity values. The latter two issues are especially problematic as their impact on red-black plan length is highly dependent on arbitrary per-state choices, with an unpredictable effect on search. It is this per-state arbitrariness that likely leads to the observed dramatic search space size variance in many domains.

In conclusion, red-black relaxed plan heuristics have great potential to reduce search, but we need more stable ways to compute them. One could minimize conflicts in the input relaxed plans (Baier and Botea 2009). Research is needed into red-black planning methods that rely less on relaxed plans, and outperform it sometimes in many domains. On the negative side, in these latter domains they equally often deteriorate performance, and sometimes selecting the “wrong” red

variables (C-) works better. Both negative observations appear to have one common reason: unstable heuristic values caused by over-estimation due to arbitrary choices made in the relaxed plans used as input to the UnRELAX algorithm.

In Elevators, e.g., C paints the lift position variables black, which seems the right choice because these have to move back and forth in a plan (C- tends to paint passenger variables black). But the relaxed plan will typically use actions of the form move(c,X) where c is the current lift position and X are floors that need to be visited. Given this input, whenever the lift needs to go from Y to X, UnRELAX uses not move(Y,X) but move(Y,c) followed by move(c,X). Further, even when reordering the relaxed plan using F, boarding/leaving actions are not reliably moved up front, causing UnRELAX to uselessly move elevators back and forth without taking care of any passengers. If lift capacity variables are black, every time a passenger boards/leaves, UnRELAX may uselessly board/leave other passengers because relaxed plans are free to choose whichever capacity values. The latter two issues are especially problematic as their impact on red-black plan length is highly dependent on arbitrary per-state choices, with an unpredictable effect on search. It is this per-state arbitrariness that likely leads to the observed dramatic search space size variance in many domains.

In conclusion, red-black relaxed plan heuristics have great potential to reduce search, but we need more stable ways to compute them. One could minimize conflicts in the input relaxed plans (Baier and Botea 2009). Research is needed into red-black planning methods that rely less on relaxed plans, or that do not rely on these at all. We are confident this journey will ultimately lead to a quantum leap in satisfying
heuristic search planning.
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